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I. Introduction

Simple matching is said to occur when elements of the same kind
occur in the same order in two sets, each of n elements of k types,
arranged at random, with fixed or varying probabilities. When two
sets of n cards containing n^, n-^i, «2i= "22; "31. "32; •••= "m;
cards of black, white, red, etc., colours are arranged at random in
two rows and if we compare the cards of the two rows in order,
we may find a number of instances where cards of the same kind occur
together in the same order in both the rows. Such occurrences are
usually termed ' matchings '. The idea of matchings between two sets
can be extended for three or more sets. The matchings here may be
between aU the sets simultaneously or any two or more consecutive sets.

The distribution of the number of matchings between two or more
sets of cards for varying compositions have been studied by Anderson
(1943), Bartlett (1937), Battin (1942), Greenwood, (1938), Greville
(1941), Kaplansky and Riordon (1945), Wilks (1946) and many others.
Most of this work relates to the number of matchings between cards
of the same kind for 'finite sampling' with Mu, «3i, «32;
...; Ukx, «;,2; cards of different colours. Obviously the probabihty for
the occurrence of the cards changes as the order changes. It is possible
that under certain circumstances this probabihty may be fixed for the
various colours. Such a, scheme wherein the probability for the
occurrence of any of the cards is independent of the order of the
card in the set rnay be termed ' infinite sampling'. (This appears
to be justifiable because when sampling is carried out from an infinite
population the probability for any of the cards can be assumed to be
fixed.) Much work does not appear to have been done on the distri
bution of the number of matchings for infinite sampling. The object
of this paper is to consider simultaneously, both for finite and infinite
sampling, the distribution of the number of matching in two or more
sets of cards by certain special methods developed by the author.
It is also proposed to extend these methods for the discussion of
distributions of a quantitative nature arising by assigning scores, say,
^1. ^2. ^3> • • •= to the cards of various colours for the different sets.
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For two sets we shall deal with the distributions of H (x, — jr),

z \xr —-yr\ and 2 {Xr —Jr)^ where ;Cr and y, stand for the scores
of the r-th cards in the first and the second set respectively. For three
sets we shall discuss the distribution of 2 \ x^ —2y, + Zr 1 and

(I —jr I+ \yr —z,. 1), where Xr, y^ andZr are the r-th scores in the
three sets of cards. In fact we can consider the distribution of any
function / {x,y,Zr) of the scores.

2. Simple Matchings

Suppose there are two sets of cards, Di and D^, of k colours.
Let there be n cards in each set arranged at random in a sequence.
Assume that the probabilities for black, white, red, etc., cards in the
two sets are fixed and are • • •, Pki and p-^, Pii, • • We
shall consider the distribution of (i) the number of matched pairs of
a given, colour and (ii) the total number of matched pairs for all kinds
of colours. For finite samphng, Battin (1942\ Wilks (1946) and others
have discussed this problem by obtaining the generating functions of
the distributions. We shall investigate this problem by a general
approach which is applicable both for finite and infinite sampling.

(a) Number of matchings for a single colour in two sets

The probability generating function for the number of matched
pairs for a given, say the r-th, colour is given by

[Prl Pr2X+ (l - PrlPt2)]" (2•1)

This is obvious, because the probability for a single matching of the
r-th colour is p^Pri and the P.G.F. for a single card is [PriPr2X
+ (1 —PriPri)]- If Prl p^i are fixed, the probability for the j-th
matching in the sequence is independent of the number of matchings
noted earlier or later. Therefore the P.G.F. for n cards is (2.1).

The cumulants are the same as those for the binomial distribution,
where P and Q are p^iPrz and (1 - p.a) respectively. Hence the
first four cumulants are

= nP, k2 = nPQ, Ks = nPQ {Q - P), = nPQ (1-6 PQ) (2.2)

The probability of 5 matchings for finite sampling follow from
(2.1) by the following procedure; From (2.1) the, probability for j
matchings is

{prlPr^ (l - P'lPri^ .3)
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Expanding (2.3) it becomes

C) [(p'""")' -("70 {"•'•'•'T

Substitute

"r2 „ s „ t
jlM fjU) ~ PrX Pri

in (2.4). Then (2.4) reduces to

W ~v w („(a+l))2

+ er) („(s+2))2 (2.5)

and is the probability for s matchings.

The cumulants of the distribution can be obtained frorn the first

four factorial moments for infinite sampling. The factorial •moments
for the infinite sampling are

H-'w = npriprt ; /i'[2] = n^^^Prl^Pr2^ ;

/ '̂[3] = H-'m = «
(2.6)

Making the substitution used in (2.5), the first four factorial moments
for finite samplings reduce to

«rl «r2 . /
/^[l] — ' /^[2] = ^

^•(3)[3] ~ -1 i^m =

The second moment reduces to

«(4)

(2.7)

m(2)1^2 =
_J_ WrtWr? _^"riJkay (2,8)

It may be observed that the distributions for both finite and
infinite sampling tend to the normal form when p.^ Pri is finite and
n, Jtii, tiii, ..etc., are large. When PaPti is very small, the distri
bution tends to the Poisson form.
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{b) Total number of matchings in two sets

The P.G.F. for the distribution of the total number of matchings
for two sets can be seen to be

[{UPn Pr2)x+ {I- & PrlPr2)r (2•9)

This follows by arguing on the same lines as in («) above. Taking
P' and Q' to be

P' = I! PnPr^; Q' = {1 -Zpnpr2)

the cumulants are symbolically the same as given in (2.2).

The probability for s matchings from (2.9) is

p's (1 _ p') (2.10)

Expanding (2.10), it reduces to

0 ~("70 ^ (" 20 ^
(2.11)

Making the substitution used in (2.5), (2.11) after expansion in
powers of p^^, p^^, •••, Ihi, we get the probability for 5 matchings for
finite sampling. The cumulants for infinite sampling are the same as
shown in (2.2). For finite sampling

jt

fj.i' = ,
" > (2.12)

1^2 ^ n \nj

The distribution of the total number of matchings tends to the
normal form because the cumulants can be put as a linear function of

n phis a function 0 .

(c) Matchings in m sets

The matchings may be between (i) all the sets, (ii) two adjacent
sets and (iii) two or more adjacent sets. We shall consider the P.G.F.

(
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for the distribution of the number of matchings between two or more
adjacent sets.

The probability for a matching as defined above is

mm h

P" — E 2 S Prl Prl+l Prl+2- • • Prl+t
1=1 t=l r=l

where p,i is the probabihty for a card of a particular colour in the
1-th set. Therefore the P.G.F. for this distribution is

[P"x + (1 - P")]" , (2.13)

(d) Matchings between cards of different kinds

In sections (a), {b) and (c) above we discussed matching between
cards of the same kind. We shall now obtain the disti-ibution of the

number of matchings between cards of different kinds. The P.G.F.
for the distribution of the number of times that a black and a white
card (including vice versa) come together is

[iPiiPii + PziPi^ + (1 —PiiPii —PiiPi^T (2-14)

where p^^^, ...,Pki and p^^, P22, •••,Pk2 are the probabihties
for first and second set of cards being black, white, etc.

The expected number and the variance of the distribution for
infinite sampling are

n O11P22 + PiiPi^ and n (P11P22 + PuPi^ (1 —P11P22 —P21P12)

(2.15)
For finite sampling the corresponding values are

«11 "22 + "21 «12
~ n '

1^2 = •^) +2nii«22«21«12 + «2l'̂ '«12'̂ '
^11^22 H" ^21^12 _ ^^11^22 +"21^12^^ ^2 16)

3. Distributions from Matchings of Quantitative
Measurements

Let the cards of the two sets be assigned the scores 6^, . ..,.9^
for the different colours. Then the probabihties for 61, 62, ..for
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the two sets are and p^^, ...,p^2 respectively. We
shall consider the distribution of E (x^ —y^), ^ \ ^r —yr\ and
E {xr —yrY, where and are the scores of r-th cards in the two
sets. This aspect of the problem of matching has been mentioned by
Wilks (1947) in his book. But no attempt appears to have been made
so far to discuss the actual distributions.

The difference between the first and the second sets taken in order

can be any of the values shown in the matrix [(0^ — ^s)], where
r and s take all values from 1 to k. The corresponding probabihties
are given by [pnPsil- The generating function of the distribution of
E \Xr—yr\ is given by

2 Pt2X'ri

Lr=l t-X
(3.1)

Expanding (3.1) and taking the coefficients of x' we get the probability
for 2 \ Xr —yr\ being equal to s.

If the number of 6's in the first set is fixed, i.e., there are
62S, ..nj;i in set 1, while the probabiUty for the 6's in the

second set is fixed, as in infinite sampUng, then the probability for
1 —Jr 1 to be s is the coefficient of x'' in

n\

;zii! Hai! ... n„i\

This follows by expanding (3.1) and substituting

nilrt
Pll P2I

nlcl j.

n E Pt2X'
.t=i

Pii'PiiPai • • • — „(r+s+J. . .)

I'rl (3.2)

(3.3)

in the expansion. All the other terms will be zero. In fact (3.2)
reduces to

n
• Tc

UPt2 X
"rl (3.4)

If both sets refer to finite samphng then the probability for Z \Xr — Vr
to be-j is the coefficient of x® in (3.4) subject to the substitution

„ (r)„ (s)„ (0
n r „ s n i _ "12 "22 "33 . • .Pl2 P22 P32 ... — ^(r+s+« . . . ) (3.5)

Using (3.5)Jt, will be seen that (3.4) will reduce to a fairly simple
form.
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Suppose now = 0, 9^ = I, 6^ = 2, d^ = 3> and d^ = A and
= 72,1 = /J31 = = «5i = 5. Then (3.2) for infinite sampling of

the. second set reduces to

(1 + X+ + x^r {x+l + x + x' + xY'

+ 1 + :«+ (3-6)

The coefiBcient of x' in the expression (3.6) is the probability for
2' I jCr —jr I = •y- The above distribution has been calculated and
given in Table I.

The generating functions for Z (xr —jr) and E {x^ — can also
be obtained from (3.2) and (3.4) by substituting {B, 6^ or {9, —9,Y
for 10, -

We may now obtain the moments of the above distributions. They
can be obtained either from the generating functions or by using
certain results developed by the author for calculating factorial moments.
As the latter method appears to be simpler it is proposed to obtain
the first and the second moments by this method.

Ml' =-E I - l}

Now \9r —9, \ is fixed, while jc„, the number of times that 9^ and
0s will occur together, varies. Therefore

E\ i 10. - 0. 1} = 2 \9r-9, \EixJ
If, S=1 •' '•,8=1

= « H \9r~^ 9, IPrlPsi (3.7)
r, 5=1

The second moment can be obtained by taking the expectation of

E[E_Jx,,\9,-9,\y (3.8)
Expanding (3.8), we get

^ (^r - 9,Y E (8x„)^ ^2E\9,-9,\\9,-9t\E {hx,Mt)

+ 2E\9,-9,\\9,-9,\E{hXrsK)-

+ 2E\9,-9,\\9t-9^\E (Sx„ Sx;«) (3.9)
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Table I

Probability distribution of I] \x,—y,\ in the matching of two
1

sets of 25 cards, say x and y, each consisting offive groups
of 5 cards, each group being numbered 0, 1, 2, 3 and 4,

the probability for the y's beingfixed

25

S I Xf-yr 1
1

Probability

0 •0 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 4
1 •0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 3 4 2
2 •0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 6 6 7 6
3 •0 0 0 0 0 0 0 0 0 0 0 0 0 3 5 1 6 5 0
4 •0 0 0 0 0 0 0 0 0 0 0 0 3 4 6 2 8 1 7
5 •0 0 0 0 0 0 0 0 0 0 0 2 7 1 9 9 8 2 7
6 •0 0 0 0 0 0 0 0 0 0 1 7 7 7 0 1 4 2 0
7 •0 0 0 0 0 0 0 0 0 0 9 9 4 1 4 7 6 9 I
8 •0 0 0 0 0 0 0 0 0 4 8 6 6 0 8 6 8 8 1

99 •0 0 0 0 0 0 0 0 2 1 1 8 6 4 3 4 4 5
10 •0 0 0 0 0 0 0 0 8 3 1 3 4 0 9 7 6 9 • 8
n •0 0 0 0 0 0 0 2 9 7 1 4 2 2 1 3 7 7 8
12 •0 0 0 0 0 0 0 9 7 5 9 0 3 9 7 6 0 5 7
13 •0 0 0 0 0 0 2 9 6 7 3 5 4 5 8 9 3 3 6
14 •0 0 0 0 0 0 8 4 0 4 0 7 7 2 6 6 2 5 4
15 •0 0 0 0 0 2 2 2 8 9 6 0 9 1 3 1 0 7 5
16 •0 0 0 0 0 5 5 6 1 5 5 6 8 2 0 4 1 5 2
17 •0 0 0 0 1 3 1 0 6 7 6 8 3 5 5 6 1 9 0
18 •0 0 0 0 2 9 2 7 5 3 3 8 0 3 9 7 0 3 4
19 •0 0 0 0 6 2 1 6 2 6 8 9 8 6 8 3 5 3 8
20 •0 0 0 1 2 5 8 1 5 6 6 9 7 7 9 0 4 1 2
21 •0 0 0 2 4 3 2 9 6 5 9 4 5 4 9 1 4 4 6
22 •0 0 0 4 5 0 4 3 8 6 4 0 0 8 2 6 2 6 8
23 •0 0 0 7 9 9 8 9 6 3 4 7 6 8 0 6 5 8 4
24 •0 0 1 3 6 4 7 1 3 7 3 6 0 7 0 2 4 2 5
25 •0 0 2 2 4 0 2 2 9 3 5 6 5 5 1 4 9 2 2
26 •0 0 3 5 4 2 8 3 4 6 3 (3 5 6 3 1 8 8 5
27 •0 0 5 4 0 4 0 5 7 5 3 5 8 0 2 3 5 2 1
28 •0 0 7 9 5 8 8 1 2 3 5 3 7 3 4 1 7 4 0
29 •0 1 1 3 2 7 5 2 9 2 1 5 0 1 8 3 8 0 8
30 •0 1 5 5 9 3 2 1 7 6 2 9 7 8 8 7 3 6 5

31 •0 2 0 7 7 6 1 2 4 3 0 8 0 4 7 9 0 9 6
32 •0 2 6 8 1 0 1 5 0 8 7 3 5 9 1 6 0 0 6
33 •0 3 3 5 2 6 i 4 2 3 2 2 2 2 8 0 7 2 5
34 •0 4 0 6 4 7 1 1 0 5 3 2 9 9 2 4 7 2 2
35 •0 4 7 7 9 9 1 6 4 9 8 9 8 4 1 3 1 4 8
36 •0 5 4 5 3 9 4 3 5 1 7 5 1 4 0 0 9 9 4
37 •0 6 0 3 9 8 9 9 1 7 9 0 2 0 3 2 2 6 6
38 •0 6 4 9 3 5 4 1 2 0 0 2 0 8 9 0 7 0 5
39 •0 6 7 7 8 7 0 2 6 0 1 5 2 9 5 9 1 4 4
40 •0 6 8 7 1 9 7 6 7 9 1 4 4 2 4 3 0 5 7

41 •0 6 7 6 5 8 3 4 3 7 9 0 0 7 0 0 5 7 7

42 , .0 6 4 6 9 6 0 5 9 0 6 7 4 9 .2 3 3 0 4
43 •0 6 0 0 8 1 5 6 2 3 4 7 8 3 8 8 3 3 2

44 •0 5 4 1 8 5 0 6 4 1 7 8 2 2 3 2 1 4 0
45 •0 4 7 4 5 0 2 7 3 0 0 0 4 8 7 7 4 1 6

46 •0 4 0 3 4 0 5 4 0 3 1 5 2 3 1 9 8 4 8
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Table I—

. 13

25

S [lx,-yr]
1

Probability

47 •0 3 3 2 8 8 0 5 2 5 8 0 7 1 5 1 2 1 9

48 •0 2 6 6 5 3 5 1 7 4 4 4 7 2 7 9 0 4 9

49 •0 2 0 7 0 0 9 7 5 9 5 3 8 1 5 9 6 9 7

.50 • 0 1 5 5 8 9 1 1 9 2 7 3 8 0 5 5 8 2 4

51 •0 1 1 3 7 7 4 0 4 8 1 8 7 1 7 0 6 1 2

52 •0 0 8 0 4 3 0 7 8 9 8 3 3 3 4 3 5 1 6

53 •0 0 5 5 0 4 1 9 1 7 8 0 5 2 9 0 6 9 1

54 •0 0 3 6 4 3 8 1 9 3 8 7 7 4 4 1 2 6 2

55 •0. 0 2 3 3 1 7 0 9 1 1 0 9 5 4 5 6 6 1

56 •0 0 1 4 4 1 0 0 9 4 8 9 6 6 6 0 6 9 5

57 •0 0 0 8 5 9 2 2 9 3 1 4 6 9 6 9 1 6 0

58 •0 0 0 4 9 3 7 7 0 1 6 0 2 2 3 2 2 4 3

59 •0 0 0 2 7 3 1 3 6 9 8 7 2 8 5 6 2 3 9

60 •0 0 0 1 4 5 2 3 7 I 4 4 2 7 9 1 2 1 6

61 •0 0 0 0 7 4 1 2 1 4 8 8 8 1 3 8 0 6 1

62 •0 0 0 0 3 6 2 4 2 8 7 8 2 0 2 8 8 9 9

63 •0 0 0 0 1 6 9 4 5 6 3 3 7 9 1 2 6 1 5

64 •0 0 0 0 0 7 5 5 9 2 5 2 9 2 4 5 8 1 3

65 •0 0 0 0 0 3 2 0 9 0 6 8 7 9 1 1 1 1 6

66 •0 0 0 0 0 1 2 9 2 6 7 2 7 3 4 7 2 3 0

67 •0 0 0 0 0 0 4 9 2 4 2 5 6 5 4 0 8 4 6

68 •0 0. 0 0 0 0 1 7' 6 6 9 5 7 8 3 2 8 4 8

69 •0 0 0 0 0 0 0 5 9 4 4 7 5 3 7 8 4 4 6

70 •0 0 0 0 0 0 0 1 8 6 4 9 5 6 0 1 2 7 2

71 •0 0 0 0 0 0 0 0 5 4 1 9 2 2 5 8 8 7 8

72 •0 0 0 0 0 0 0 0 1 4 4 6 7 2 0 9 7 8 3

73 •0 0 0 0 0 0 0 0 0 3 5 1 1 9 6 2 5 4 6

74 •0 0 0 0 0 0 0 0 ,0 0 7 6 5 0 4 2 3 9 2

75 •0 0 0 0 0 0 0 0 0 0 1 4 6 9 3 8 8 8 4

76 •0 0 0 0 0 0 0 0 0 0 0 2 4 2 7 9 9 8 7

77 •0 0 0 0 0 0 0 0 0 0 0 0 3 3 2 8 6 0 0

78 •0 0 0 0 0 0 0 0 0 0 0 0 0 3 5 7 0 1 9

79 •0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 6 8 4 4

80 •0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 7 4

1-0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Now

E = np,i (1 -

E (8x„ hx,t) = — npri^p,2Pt2

E (Sx„ Sxts) = — npriPtiPsi^

E (SXr, SX(„) = — npaPtlPs2P«2

I
]

Substituting the above results in (3.9), we get

11^ = n [S {9, - e,Y /;,i /;,2 - {2 I e, - 0, I /;,i

The formula (3.11) holds good only for infinite sampling.

(3.10)

(3.11)
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When the first set refers to finite sampling and the second set
to infinite sampling and are obtained by the substitution used
in (2.5) in the moments about the origin. Thus

fti'= i; I 0, - 0,1

E = nap.i (1 -Aa)

E (8x„ hx,t) = — tlriPs2 Pti

E (Sxr, Sxt,) = 0

E (SXrs = 0
Therefore

7^2 = [^,(^r - nnPsi (1 - P,i) ~2S\9,~B,

Xw.iAaPta]

When both the sets refer to finite sampling

1

« L
S\d,~e,\ n,2

I
j

p /•§« \2 ''' 1 fin (^n '̂ 82VE („(2))2 + —n [-J-)

(3.12)

(3.13)

(3.14)

(3.15)

^ "n »82
n

'(«rl - 1){ns2 - 1) _ «rl
n — I n + 1

E {8xysSx,t) =

ft2

+ 2^

+ 2^

+ 2

"rl «.2

n

(„(2))2

"n "a «s2 ~«s2 I
_

n . « 1 n .

«rl ,'2(1 '^S2 '2)12 1 n

n n — 1 n\
i.9) reduces to

's2 r(«rl - 1) («S2 1) n

« 1

«rl ns2 «<2 •«.l - - 1 _ na
n — 1 n .

' «rl «a «82 r«82 - - 1
_

n . n —
1 n _

'«rl "<1 "iiS
- •• 1 n

1 n .n — 1 n]

+ 1

(3.16)

- e:)^

Ot-OA

! Ĵ

(3.17)
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Using the results for E (Sx^)^, E (Sx,s 8xrt), E (Sx^s^xis), E (Sxr^Sxta)
we can obtain the expected values and the variances for E (x^ —yr)
and U (Xr —yr)^ for all the three situations discussed in this paper.

Considering the distribution of 2 (x^ —y,), = 0, = (3- H) or
(3.14) or (3.17) with the moduli replaced by the algebraic values.

For the distribution of 2 (x^ —yrY, yii and /xg given by the
same expressions as for S \xr —yr\ with the change that | 0^ — 1
and {6, —d,Y are replaced by {6, —9,y and {9, —d.f respectively.

4. Some Particular Cases

The first two moments of 2 (x, —y^), 2 {x^ —yr\ and E {x, —yrY
for two sets of cards, each of four, five and six groups of four, five
and six cards respectively with scores 0, 1, 2, 3, 4 and 5 for the different
groups are given in Table II for the various situations mentioned in
tliis paper.

Table II

Mean and variance for finite and infinite, sampling

Type of
sampling

Both sets

infinite

1st set finite

2nd set infinite

1st set finite

2nd set finite

No.

of

groups

1 4

5

No. of

cards
in a

group

Distribution of

S(-^r-rr)

1 112

0 40

0 100

0 210

0 20

0 50

0 105

0 0

0 0

0 0

S I ^r-yr I

/i 1 tiz
coef. of

20 15 19-37

40 36 15-00

70 73f 12-28

20 14 18-71

40 33-2 14-41

70 67f 11-75

20 13^1 18-62

40 31| 14-07

70 63-2 11-36

1 112
coef. of

40 132 28-72

100 540 23-24

210 1673 19-48

40 lie 26-93

100 470 21-68

210 1449 18-13

40 106| 25-82

100 416| 20-41

210 1260 16-90

In the above table the coefficient of variation is least for the

distribution of 27 | x, —ji'r ] and therefore between the three statistics
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considered above, it may be desirable to take Jr| for any
statistical test. This question is examined in greater detail in a later
section.

5. Distributions Arising by Matching Three Sets of Cards

We shall discuss in this section some of the distributions arising
from three sets of cards. Let the cards have the scores 0^, 6^, ..9„
in the three sets. Assume that the probabilities for their occurrerice
are p^,p^, and remain the same for all the sets. (The more
general case is not considered here because it is not likely to be of
much use in practical applications.) As in the previous sections,
distributions of various functions of the ;--th score in the different

sets can be considered. For the present attention is devoted to the
following two linear functions:

Ulx,-2y, + Zrl and ( i7 IX, - 1+ i; I - z, |)

where x„ yr and z, are the scores of cards in the three sets at the
/•-th place. The generating functions of these distributions are compli
cated and therefore no attempt has been made in this paper to obtain
them. It can be shown that all such distributions tend to the normal

form as n, the number of cards in the set increases. The first and
the second moments which are useful in examining the deviations
from randomness of the scores of the three sets are given below:

(a) Distributions of S \ —ly, z,\

Assuming that the probabilities for the occurrence of 6^, ...,
are fixed,

Eijl \xr-2yr-{- Zr\) = nE(| X, - + z, I) (5.1)
1

Now

Ei\Xr-2y,-+zA) = i \6,-2e,+ e,\p,p,p, (5.2)
r,s,(=l

Therefore

= « E \6,-2e,+ e,\p,p,p^ (5.3)
r,s,<=l

Since the probabilities, /7's, are fixed and the functions considered
involve only the r-th scores of the three sets, the variance for n cards
(or observations) is

n X (variance of the function of the scores in a single column).
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The variance of | — ly,. + z,. | for a single column is

E{\x,-2y,.+ z,\')-{E\x,-2y, + z,\f

= •••2 (9,. ^ 29,•+ 9,y'p,p,p, - {2- I dr - 29, +• B, \ p,p,p^Y (5.4)
r.s.fsl

Hence n (5.4) is the variance of | 2jr + z, I for fixed p's. This
result can be used for examining the significance of the difference
between three samples.

For finite sampling of 3n observations in which 02> •••,9i,
occur nij Ha, • times respectively and are arranged in three rows,
the variance can be obtained by substituting

in the moments about the origin. The results so obta,ined are useful
in deciding whether the distribution of the 3n observations in three
rows is random or not.

When the different rows consist of equal number of observations
and the probability for the O's vary from row to row, can be obtained
from

n [2 (0,1 - 20,2 + dtsY p,j^p,2pt3 - (S I 0,1 - 20,2 + 0^3 I PnPsiPtsYl

+ {«^ I 0,1 —20,2 + 0(3 1PrlPsiPtsY —

by substituting

0,1 — 20,2 + 9t3 I «,1 llsz "(31^
„(3) (5.5)

„ (s)„ (It) ... ...."n ns2 fits • • • f «n '/) «
„(s)„(«)„(tt) _ 10^ PrlPs2 PtS ,

where «,i, rits represent the numbei; of 0,'s, d^s and 0/s in the
first, second and third rows.

(b) Distribution of S \xr —y,-\ S \ j, —z, 1.

The cumulants of this distribution for fixed p's is n times the
cumulants for a single column. Now for a single column

' lJ.\=E\\xr-yr\ + \yr-z,\)=2E\e,~e,\.p,p, (5.6),
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The variance for a single column is given by

IJ.2 = E {\ Xr - y, \ + \yr - Zr 1}^ - {E (1 X, -Jr 1+ I

= E(\Xr-yr 1)^+E{\yr- Zr 1)H 2£' (1 Xr-yr\ br-^r I)

-^{S\d,-e,\p,p,Y

= i{{s\e,- e, - (i; 10, - prp.Y]

+ [z\e,-e,\\e,-e,\ p,% +1: \ e, ~ e, \ \ e, - d,\ p.pj'

+ (219-e, 11 e-e, | + i: i e-e, \\e,-e,\+z\ e,-e, \ \ e,- e, i

+ 2\e,-9t\\ Ot-e, 1+ i; I e,-d, \ \ e-e, | + r 10,-0, | 10,-0, |)

PrPsPt-i^\Or-0s\PrPsy]} (5-7)

The results (5.6) and (5.7) are useful in deciding whether three
samples belong to the same population or not.

By follow^ing •the procedure described in (a) above, the expected
value and the variance for finite sampling can be deduced.

It is obvious that the methods described in this section can be

extended for four, five and more rows. The functions taken may be
orthogonal hnear functions of the j--th scores in the various sets. From
Fisher and Yates Tables the orthogonal functions for four rows and
five rows can be as following:

Four rows

(i) - 3Xr -yr + Zr + 3w,

(ii) x,—yr—Zr + Wr [• (5.8)
(iii) - X, + 3yr - 3z, + w,

Five rows

(i) - 2Xr -yr+Wr + 2v,

(ii) 2Xr -yr- 2zr - w, + 2v, (5.9)

(iii) —Xr + 2yr - 2w, + v,

(iv) Xr —4Vr + 6Zr — 4tv, + V,

The expected values and the variances of (5.8) and (5.9) can be
worked out on the same lines as for three rows. Here also all the
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cumulants will be linear functions of the number of observations in
each row.

6. Testing of Two Samples

We have considered in this paper the distributions of three
statistics S (x, —y,), S —yr\ and S (x^ —yrY for two samples.
The distributions of all of them tend to the normal form as n tends
to infinity. All the three statistics can, therefore, be used for testing
the significance of the difl[erence between two given samples.' Before
discussing the actual procedure for testing we may note the following:

(1) The statistics ~ ^ (Xr - \x, - y, \ ^ {x, ~ y,Y

are all consistent.

(2) The single tail confidence intervals based on the above statis
tics are, consistent in the sense defined by Wald and Wolfowitz
(1940), when n tends to infinity. This means, the probability
of rejecting the null hypothesis, when it is false, approaches
one as the sample size increases.

The consistency of the statistics can be -easily established by
using Tchebychefif's inequality. This readily follows from the fact that
the variances of the different statistics are inversely proportional to
«, the size of the samples. The consistency of the single tail regions
can be proved by using the technique employed by Man and Whitney
(1947).

Let Hq be the hypothesis that the probabihties for the occurrence
of e^, ..0J, in the two samples are Px, p^, ..., p„. Let the
probabilities for the alternate hypothesis be pi + Kpi + 8^, ...,
Pk -f Sfc such that

= 0 ' (6.1)

Taking the statistic 2 \ x^ —y, \, the expected value and the variances
for the hypotheses Ho and Hi are as follows:

Hypothesis H^

=nS \e,-e,\p,p,-nzi. . (6.2)

= «{^ {Or - PrP. - I e, - 9, I (6.3)

=
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Table IV. Region of bias and unhiassednessfor different tests

Hypothesis 5i
(deviation from

•20)
Tests Region of unhiassedness Wj Region of bias W2 Remarks

-.175 SUr-yr)
:s,\xy-yr\
•Six-yr)'

Wi^-^175
Wi^-^175 & ^ 0
Wi^-^175 & ^-•lOO •

W2>-^175
-•175<W2< 0
-•175<W2<-^100 Most powerful

-•150 X(xr-yr)
skr-yri
2(x-yr)'

Wi^-^150
Wi<-.150 & ^ 0
Wi^-^150 & ^--075

W,>-^150
-•150<W2< 0
-•150<W2<--075 Most powerful'

-•125 S(x-yr)
2jxr-yri
Sixr-yr)'

Wi<-^125
Wi<-^125 & ^ 0
Wi^-^125 & ^-^050

W2>--125
-•125<W2< O
-•125<W2<--050 Most powerful

, --100 ^(^r-yr)
?\xr-yrl^
^(Xr-yr)-

Wi<-^100
Wi^--100&^ ^025
Wi^-^100 & ^--025

W2>-^100
-•100<W2< -025
-•100<W2<--025 Most powerful •

-•075 2[xr-yr)
2lx-yr\
2(xr-y,]'

Wi^--075 .
Wi<-^075 & ^ -025
Wi^--075 & ^ 0

W2>-^075
-•075<W2< -025
-•075<W2< 0 Most powerful

-•050 2(x,-yr)
Slx,-y,l
2(x,-y,y

Wi<-^050
Wi^-^050 & ^ ^025
Wi^-^050 & -025

W2>- -050
-•050<W2< -025
-•050<W2< -025 Most powerful excepting a

small region near 5i= —*050

-•025 ^(Xr-yr)
•2kr-yrl
S(av-yr)-

Wi^--025
Wi<--025 & ^ -050
Wi<--025 & ^ -050

•W2>--025
-.025<W2< -050
-•026<W2< -050

Most powerful for 52>Si
do 83<Si

to
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0

Skr-J'rl
^(^r-yr)-

Wi< 0
Wi< 0 & ^ ^050
Wi^ 0 & ^ -075

W2> 0
0 <W2< •OSO
0 <W2< -075

Most powerful for 82>8i
do 52<Si

•025 S(xr-yr)
^l^r-yrl
S(^r-yr)'

Wi^ ^025
Wi^ ^025 & ^ ^075
WiSS ^025 & ^ •lOO

W2>--025
•025<W2< -075
•025<W2< -100

Most powerful for S2!>8i
do 52<Si

•050

^l^r-yrl
S(^r-y)^

Wi^ -050
Wi^ -050 & ^ -100
Wi^ -050 & ^ ^125

W2> •OSO
•050<W2< -100
•050<W2< -125

Most powerful for 52>Si '
do 82*^81

•075 2(Xr-yr)
Sl^r-nl
^C^r-yr)^

Wi^ ^075
Wi<. -075 & -125
Wi< -075 & ^ •KO

W2> -075
•075<W2< ^125
•075<W2< -150

Most powerful for 62>8i
do 82<8i

•100 ,2(Xr-yr)
2kr-}'rl
S(^r-yr)^

Wi< •lOO
Unbiassed for al

WiS; -100 & ^ -150

W2> -lOO
1 alternatives

•100<W2< •ISO
Most powerful for 82>Si

do 82<6i

•125 2(xr~yr)
Sixr-yrI
M^r-yr)'

Wi< •125 W2> ^125
Unbiased for all alternatives

Wi^ -125 •Wo> ^125
Most powerful for 82>Si

do 62<8i

•150 ^(.^r-yr)
^l^r-yrl
^(^r-yr)'

Wi< •ISO W2> -150
Unbiassed for all alternatives

Wi^ .150 •W2> -150
Most powerful for 82>8i

do 82<ISi

•175 ^ (^r~ys)
^l^r-yrl
^(^r-yr)^

Unbiassed for all alternatives less than ^175
do

do
Most powerful for 82>81

do 62<C8i

Power was not actually calculated beyond the limits S = — -ITS to § =-175. But the regions of bias and unbiassedness have
been decided from the trend of the power curves.
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Alternate hypothesis Hi . . . '

/Lti' = nzi + (di, .. , d^ = nZi

= nwi + n>p2 {d-i, 4") = ""'2

where ipi and >^2 are functions of d^, d^, d^.

—125

POWER CURVES FOR £(X,-*)

Graph 1

(6.4)
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Choose the tail region of rejection such that

.2: IXr -yr
- I;

n

where t„ -> f as n tends to infinity. Then

Xr-yr\ _ ^ , |]h^ ^

Now the chance of accepting Ho when H^ is true is given by

Xr~yr

= p Xr — y,-
— k

POWER CURVES FOR iIX,-V,|

Graph 2

25

(6.5)

(6.6)
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where

k =

provided n is large and tji (c/^, d^...is positive.

The probability of rejecting the null hypothesis is greater than

Wa
1 -

{tu — Vn •'Pi {di, 4= • • •> dk)Y ' (6.7)

POWER CU.RVES FOR

Graph 3

In the above Graphs curves 1, 2, 3, 15 refer to hypotheses
8i=—-175, —-150, —-US,---, +• 175 respectively.
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If 01 is negative, we shall have to consider the other tail- as the
region of rejection.

We may now describe the actual procedure for testing two samples.
Let two samples of sizes n be denoted by

Samples I. Xi, x^, x^, ..x„

n. J3, •••>

Let Xi, Xz, y^, .Vg, •••=}'» assume any of the values 8^,
9^ with probabilities p^, p., ..The p's are estimated by pooling
the two samples together and finding the proportion of 9^, 9„
in them. The expected values and variances of2 {x^ —yX H \Xr —yr \
and U {Xr — Vr)® can be calculated by using the results given in the
previous sections. The observed values can be computed from the
data. When n is not small the standardized deviate

X — m
z = >

<J

where x and m are the observed and the expected values of the
statistics, and o the standard deviation of the distribution, enables us
to decide the significance of the difference between the two given
samples. The probabiUty that \z \'^ K is calculated on the assump
tion that the distribution of,z is normal. As usual, if the probability
that the observed | z ] is less than or equal to 0-05, then we consider
the two samples to be different from each other.

7. Power Curves

We have already seen that of the three statistics considered in this
paper, S \xr —yr\ has the least coefficient of variation for the special
cases exartiined and therefore i? [ | may be preferred to the
other statistics in actual practice. We shall examine this point in greater
detail by finding the power curves of the three statistics for a particular
value of n = 25 for five values of 9, i.e., = 0, 9^ = I, 9^=2,
9^ = 3 and 65 = 4 with probabilities p-i.= Pi= p^='2 and;74 = -2 + 8
and Pi =-2 —8 for the hypothesis, S = as compared to the alter
nate hypothesis S = 82 for varying values of 8^ and 83 ranging from
— 0-175 to -175 for the first kind of errors 0-05. Tables III and

IV, and graphs 1, 2 and 3 show the power of the different tests for
various alternative hypotheses for the two equal tail regions of the
normal curve for the probabiUty 0-05. The unbiassed reigon as
determined from Table III is given in Table IV. It will be seen from
this table that for the hypotheses 8^, ranging from —-175 to —-050,
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^ (Xr —Vr)^ is the most powerful, while for > —•050, S \x,—y,
is the most powerful of the three tests when > S^. When < 8^,
S (xr —y'rY is the most powerful. Z (x, —y^) is uniformly the least
powerful of the three tests.

8.. Summary

This paper deals with a number of distributions arising from
matching of two or more decks of cards of k characters which may
be qualitative or quantitative. For two samples X and Y of size n, the
sequence of observations being

X .. Xi, X2, X3, ..x„

. Y .. yi, y2, ya, . •., yn

the distributions of S (x, - y,), i; \x, ~ y, \ and Z (x, - y,y have
been discussed for both finite and infinite sampling. All the cumulants
are linear functions of the nurnber of observations and therefore the
distributions of the three statistics tend to the normal form as n tends
to infinity. A table showing the probabilities for the distribution of
^ I —Jr i for 77 = 25, X and y taking any of the values 0, 1, 2, 3
and 4 with probabilities 0-2 has been given.

It has been shown that the three statistics are consistent and can
be used for testing the significance of the difference between two given
samples. Their powers in comparing two samples, each of 25
observations taking the values 0, 1, 2, 3 and 4 with equal probabilities,
have been examined for different hypotheses and alternatives and it
has been found that S \xr—yr\ is the most powerful for certain
regions, while for other regions E (x^ — is most powerful.

My sincere thanks are due to Prof D. S. Kothari for, suggesting
to me to investigate the distribution of Z \ Xr —yr \ for two sets of
samples taking the values 0, 1, 2, 3 and 4 with probabilities 0-2. I also
wish to express my grateful thanks to Dr. F. C. Auluck, Messrs. S. P.
Aggarwal and M. N. Bhattacharyya for helping me in preparing
the tables presented in this paper.
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