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I. INTRODUCTION

SIMPLE matching is said to occur when elements of the same kind
occur in the same order in two sets, each of n elements of k types,
arranged at random, with fixed or varying probabilities. "When two
sets of n cards containing ny;, n1p5 Mgy, Maa; Mgy, Hgas ooy Hpay Mgl
cards of black, white, red, etc., colours are arranged at random in
two rows and if we compare the cards of the two rows in order,
we may find a number of instances where cards of the same kind occur
together in the same order in both the rows. Such occurrences aré
usually termed ‘ matchings’. The idea of matchings between two ‘sets
can be extended for three or more sets. The matchings here may be
between all the sets simultaneously or any two or more consecutive sets.

The distribution of the number of matchings between two or more
sets of cards for varying compositions have been studied by Anderson
-(1943), Bartlett (1937), Battin (1942), Greenwood (1938), Greville
" (1941), Kaplansky and Riordon (1945), Wilks (1946) and many others.
Most of this work relates to the number of matchings between cards
of the same kind for *finite sampling’ with ny;, nyy; Ry, 195 713y, Nge;

.3 M, Mie; cards of different colours. Obviously the probability for
the-occurrence of the cards changes as the order changes. It is possible
that under certain circumstances this probability may be fixed for the
various colours. Such a scheme wherein the probability for the
occurrence of any of the cards is independent of the order of the
card in the set may be termed °infinite sampling’. (This appears
to be justifiable because wheén sampling is carried out from an infinite
population the probability for any of the cards can be assumed to be
fixed.) Much work does not appear to have been done on the distri-
bution of the number of matchings for infinite sampling. The object
of this paper is to consider simultaneously, both for finite and infinite
sampling, the distribution of the number of matching in two or more
sets of cards by certain special methods developed by the author.
It is also proposed to extend these methods for the discussion of
distributions of a quantitative nature arising by assigning. scores, say,
0y, 0, 05, ..., 0, to the cards of various colours for the different sets,
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For two sets we shall deal with the distributions of 2 (x, — y.),
2| x, —y, | and Z (x, — p)?% where x, and y, stand for the scores
of the r-th cards in the first and the second set respectively. For three
sets we shall discuss the distribution of X |x, —2y,+ z, | and
Z(| %, —y | + | . — 2 |), where x,, y, and z, are the r-th scores in the
three sets of cards. In fact we can consider the distribution of any
function f(x,y,z,) of the scores. :

2. SIMPLE MATCHINGS

Suppose there are two sets of cards, D; and D, of k colours.
Let there be n cards in each set arranged at random in a sequence.
Assume that the probabilities for black, white, red, etc., cards in the
two sets are fixed and are piy, Doy, - - -» Dy ANd Dig, Pogy + o o5 Prz- WE
shall consider the distribution of (i) the number of matched pairs of
a given, colour and (ii) the total number of matched pairs for all kinds
of colours. For finite sampling, Battin (1942, Wilks (1946) and others
have discussed this problem by obtaining the generating functions of
the distributions. We shall investigate this problem by a general
approach which is applicable both for finite and infinite sampling.

(@) Number of matchings for a single colour in two sets

The probability generating function for the number of matched
pairs for a given, say the r-th, colour is given by

[prl Pr2 x + (1 —Pn pr2)]n (2 l)

This is obvious, because thc probability for a single matching of the
r-th colour is p, p,e and the P.G.F. for a single card is [pyprx
+ (1 —papw) If pyand p, are fixed, the probability for the s-th
matching in the sequence is independent of the number of matchings
noted earlier or later. Therefore the P.G.F. for n cards is (2.1).

The cumulants are the same as those for the binomial distribution,
where P and Q are p,p. and (I —py Do) respectively. Hence the
first four cumulants are )

ky = nP, iy = nPQ, g =nPQ(Q —P), x,=nPQ (1 —6PQ) (2.2

The probability of s matchings for finite éampling follow from
(2.1) by the following procedure: From (2.1) the probability for s

(Z) (PnPrz)s (1 - Pr1Pr2>n_8 (2.3)

matchings is
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Expanding (2.3) it becomes

(;) [(para) = ("77) (prlp,z)
+ ("3 (para) +('— 1) (paps) | @4

’klm Mo L,
ne 8 T D Dr2

Substitute

in (2.4). Then (2.4) reduces to _
n l(s)n 2(x,) . n—s nrl(s+1.) nrz(s+2)
NGO 1 (n )z
N §\ R+ g et '
+ ( ) 1(n(s+2))22 T :I 2.5

and is the probability for s matchings.

The cumulants of the distribution can be obtained from the first
four factorial moments for infinite sampling. The factorial :moments
for the infinite sampling are

P =npape 5 pm= 12 p?p.?;
2.6)

[“',[3] = n'® prls'prza; H’I[‘ﬂ =nW p:‘14p724

Making the substitution used in (2.5), the first four factorial moments
for finite samplings reduce to

7 — By Beg | ’ . n;'l(z_) nr2(2) .
®m n s Ml = n(2 ] ( )
2.7
. mg @ p 3 1@ n, (4)
Bigl = PO Yy @
The second moment reduces to
(2) 5, (2) 2 :
— Ry ™" iy N1 Ay (nrl nr2) 2 8
53] nt + n } n 2.3

It may be observed that the distributions for both finite and
infinite sampling tend to the normal form when p,; p,, is finite and
M, My, My, ..., tc., are large. When p,4 p,, is very small, the d1str1-
bution tends to the Poisson form.
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(b) Total number of matchings in two sets

The P.G.F. for the distribution of the total number of matchings
for two sets can be seen to be

[(ZPA Prz) x4+ (1 =2 P )] (2.9)

This follows by arguing on the same ]mes as in (a) above. Taking
P’ and Q' to be '

%
= _211 PP O =( — 2 P Pro).

the cumulants are symbolically the same as given in (2.2).

The ‘probability for s matchings from (2.9) is
A . , ~ B '
(S)Psa—P) ; 2.10)
Expanding (2.10), it reduces to
‘n g n—=Ss rs+1 <n - S) 1342 __\n—-g /"}
ks)[P (1>P + ("5 %) P (yep
2.11)
Making the substitution. used in (2 5) (2.11) after expans10n in
powers of pi1, P, - .., Pra» We get the probability for s matchings for

finite sampling. The cumulants for infinite sampling are the same as
shown in (2.2). For finite sampling

13 .
2 nrl nr2 ’ . . z
p=r o
F (2.12)
"2” 1(0) ¢ 2 nrl Nyy 2 ny nr2 g
Mo = nt2 ( )

The distribution of the total number of matchings tends to the
normal form because the cumulants can be put as a linear function of

n plus a function 0 ( )

(c) Matchings in m sets

The matchings may be between (i) all the sets, (ii) two adjacent
sets and (iii) two or more adjacent sets. We shall consider the P.G.F.
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for the distribution of the number of matchings between two or more
adjacent sets.

The probability for a inatching as defined above is

” m m 13
P =) D Pt Priva- « - Pt
=1 t=1 r=1

where p,; is the probability for a card of a particular colour in the
J-th set. Therefore the P.G.F. for this distribution is

[P'x+ (1 —PII" ‘ 2.13)

(d) Matchings between cards of different kinds

In sections (a), (b) and (c) above we discussed matching between
cards of the same kind. We shall now obtain the’distribution of the
number of matchings between cards of different kinds. The P.G.F,
for the distribution of the number of times that a black and a white
card (including vice versa) come together is

[(P1aPas + Papr2) X + (1 — p1apss — Pl (2.14) .

where piy, Pap> Pat> -« -5 Pra @0d Prs, Poss - ., Pre are the probabilities
for first and second set of cards being black, white, etc. - :

The expected number and the variance of the distribution for
infinite sampling are ' o :

1 (P1iP2e + PauP12) and n(pyPas + Pap12) (1 — pubee — ParP1s)

(2.15)
For finite sampling the corresponding values are
; _ MyyMag + By My
P o= S,
n
_ 1 (20 i2) 1 2 ( (2, (@)
Be = | + 215 R0l + oy PRy
N1aMag + ol Hyfas + Hagtya\? ‘
+ 117%22 ” 21 1% . ( 11 2? o 21 12) (216)

3. DISTRIBUTIONS FROM MATCHINGS OF QUANTITATIVE
 MEASUREMENTS

Let the cards of the two sets be assigned the scores 8, 0,5, ...,.8;
for the different colours. Then the probabilities for 6;, b,, ..., 8, for
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the two sets are pyy, Py, - - ., Prg and Py, Pas, - . ., Pre Tespectively. We
shall consider the distribution of X (x, —y), 2 |x, —y,| and
2 (x, — y,)%, where x, and y, are the scores of r-th cards in the two
sets. This aspect of the problem of matching has been mentioned by
Wilks (1947) in his book. But no attempt appears to have been made
so far to discuss the actual distributions.

The difference between the first and the second sets taken in order
can be any of the values shown in the matrix- [(6, — 6,)], where
r and s take all values from 1 to k. The corresponding probabilities
are given by [p; P.s]- The generating function of the distribution of

Z|x,—y, | is given by

13 13 n
[2 pn. 2 pt2 x : gr_ot l] (3 1)
r=21 =1
Expanding (3.1) and taking the coefficients of x* we get the probability
for X | x, — y, | being equal to s.

If the number of &’s in the first set is fixed, i.e., there are ny, 6,’s,

“nyy 05°s, ..., my Oiy’s In set 1, while the probability for the 6’s in the

second set is fixed, as in infinite sampling, then the probability for
Z|x,—y | to be s is the coefficient of x* in

n ! nkl 13 & | ' T R
PP e 11 |X P2 X' 078, (3.2)
1111! nzl! RO nk1 ! 2 r=1 t:]_ ’

This follows by expanding (3.1) and substituting

/ . (r) (s) (t)
n n N s
: 1 Mo~ Na
Pu'PnPar’ ... = PIEZ NN 3.3)

in the expansion. All the other terms will be zero.  In fact (3.2)
reduces to ' '

k '3 nq
R [mex'e,-et ] , 3.4

r=1 1

If both sets refer to finite sampling then the probability for 2 | x, — y, |
to be-s is the coefficient of x* in (3.4) subject to the substitution

(r) (s) (1)
/TR TRLL POR L N .
. ¢ 12 Hoa " Ngo
D1 P’ P’ ... = Tt e (3.5)

Using (3.5). it will be seen that (3.4) will reduce to a fairly simple
form. = :
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Suppose now 6, =0, f,=1, 8, =2, 6,=3 and 6;=4 and
Ny = Mgy = Mg = Ny = N5, = 5. Then (3. 2) for infinite sampling of
the. second set reduces to

51—2_5 (1+x+x2+x3+x4)m(x+1+x+x2+.x‘"’)l°

(x4 x+ 1+ x+ x?)° ‘ (3.6)'

The coefficient of x* in the expression (3.6) is the probability ‘for
Z|x,—y ]=s The above distribution has been calculated and
given in Table I. ‘

The generating functions for 2 (x, — »,) and 2 (x, — y,)* can also
be obtained from (3. 2) and (3. 4) by substltutlng @, — 93) or (6, — 6,)?
for |6, — 6, |.

We may now obtain the moments of the above distributions. They
can be obtained either from the generating. functions or by using
certain results developed by the author for calculating factorial moments.
As the latter method appears to be simpler it is proposed to obtain
the first and the second moments by this method.

,L{=E{2 Yo | 6, — 'os|}

r, 8=1

Now |8, — 6, | is fixed, while x,, the number of times that §; and
8, will occur together, varies. Therefore

8

1, §=1

E{ Zxlo—0} 210—01E(xm)
_nr{le {08 I:Pnl’sz (37)

The second moment can be obtained by taking the expectation of

E 2 :
E { 2 ers ] er - 03 I} . ) (38)
r, 8=1 ) . )
Expanding (3.8), we get ‘
pg= Z (6, — )2 E (3,2 + 22 6, — 6,1 | 6, = 6, | E (5x,,8x,)
42306, —0,] |6, — 6, E (5%, 8)

+2Z [0, —0,] |6 — 64| E (%5 5xp0) (3.9
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TABLE I—Contd:

Probability

OO HNOHN~=INONNOARMOOOOVONOVNONI~OD HH
RN A A NOONOHM A ON A HHHI-I>00HDH O WD~ H I~
NOOPVONONOLTRANONLOANOVROHNOI~WONOROOWO
—HOOINOMOHINOGNOHOONWHE-ONO~SOONNNHOE O~
OO HONFHOONRNINOSON AR HHO OO O TN ONRO
1210132456928710929358362290923300
OOV ONNNONTTA O RIOANHOANOOO
NN OO O HO I HODONNON OO HOFINOOSO
DBHIO VNP HD OO HONOOENNIIFETAF OO O

WHO NN RHN A HOONOOHO RO HIMNMOOOOOCOO

A OO OONImNAIHINODER 100000 DO
IS A HOANONE SN AN NANFE OO0 OD
RN N HBR AR NNANOHOO N HOOOOODOCOROOOO
ORI HOFHNH IO HI-NHOOOOOPODOODOO0OSOSO
NOINNONOOHOHINAANOOOOOCOOOCOOOODOCOOODO
N OO HPINBRAOOSOOOOPCOCODOOPODODDOOOOOoO

PN MNA A0 COOODDOOPOODOOOCOCOOO

10 0 0 00 000O0OO0OODOOOOO0OTUO

(3.10)

l
|

n[Z (0, = 0% papa — (£ 16, — 0, | i Pl

E (8x,5)* = np P2 (I — ppa Pso)
The formula (3.11) holds good only for infinite' sampling.

E (8x.; 8x,)) = — np.1® Psa Pea

E (ers Sxts) = —NWPn Dln Pszz

E (ers Sxtu)

PDr1 Pt1 Ps2 Pusz

Substituting the above results in (3.9), we get

(3.11)

53]

——— .
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When the first set refers to finite sampling and the second set
to infinite sampling p," and p, are obtained by the substitution used
in (2.5) in the moments about the origin. Thus

l"llzz'lor—gs Inrlps2 (312)
E (ers)z = N1 Pa2 (1 —Psz)
E (ers ert) = — M1 D3 P2 .
E (8%, 8xy) = 0 (3.13)
' E (ers Sxm) =0
Therefore
Mo = [2(01 — 0% ny py (1 — D) —22 I 0, — 0, l l 0, — 6, l
X N1 Dsp Dis] (3.14)
When both the sets refer to finite sampling
‘ _ - ) -
"1 = ;1 [2 I 0,. - 03 I g ns2:| (315)
(2),, (2),, (2) 2
2 __ n nrl s nrl ”32 _ nrl nsz
E (Sx,s) - (n(z))z n ( n )
_ By Ay (nrl - l) (ns2 _ 1) _ BNy
T on [ n—1 n + 1]
@ 5 g %, n,
E (3%,8%,) = = "(;(2,)'21 the _Zatale (3.16)
_ Malgng [ng—1  ng
E (ersaxts) - n [l’l _ 1 n ]
(o bmy = Tatamans [ 1 1]
T8 tu. n n— 1 n

Tt can be seen that (3.9) reduces to
_ Mg [ — D (g — 1) nyng ] oy
,Lz_Z [ D L% 41| (6, - 6)

n
) naliaty [nu—l — ") g —6| |60,

n—1 n
Mafa e [Mee —1 My —_ _
+2) taltals a1 _Tal g 0,0 -0
g Myp Mg g [ ] _ 17 - —
o) taltelate [1o 2y — 6|6 — 0,
(3.17)
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Using the results for E (8x,,)%, E (8x,5 8x,2), E (8x,58xs,), E (6x,:0%;4)
we can obtain the expected values and the variances for E (x, — y)
and X (x, — y,)? for all the three situations discussed in this paper.

Considering the distribution of 2 (x, — y,), g’ =0, py = (3.11) or
(3.14) or (3.17) with the moduli replaced by the algebraic values.

For the distribution of X (x, — »,)% @ and p, are.given by the .
same expressions as for 2 | x, — y, | with the change that |6, — 6, |
and (6, — 6,)® are replaced by (6, — 6,)* and (0, — 6,)* respectively.

4. SoME PARTICULAR CASES

The first two moments of ~ (x, —y,), 2 | x, — », | and 2 (x, — y,)?
for two sets of cards, each of four, five and six groups of four, five
and six cards respectively with scores 0, 1, 2, 3, 4 and 5 for the different
groups are given in Table II for the various situations mentioned in
this paper.

TaBLE II

Mean and variance for finite and infinite sampling

Distribution of
(. — — — )2
Type of No. No. of 2 (xr—y,) b ler ¥r | Z(x,—yy)
sampling of ‘i::rd: .
groups - . f. off . f, of
8r0up | 'y g &1 p2 -c‘?:ri_ % Ky pe c‘?:ri_ %
1 4 4 0 40 20 15 19.37 | 40 132 28.72
Both sets L
infinite 5 5. I 0 . 100 40 36 ' 15-0_0» 100 ‘ 540 23-24
J 6 6 0 210 70 73§ 12.28 210° 1673  19-48
1 4 4 0 20 20 14 18-71 | . 40 118 26-93
1st set finite .
r b 5 -0 50 40 33-2 14-41-[ 100 - 470 21-68
2nd set infinite : :
6 6 0 105 70 673 11.75 | 210 1449 18.13
1 4 4 0 0 20 .13} 18.62 | 40 1063 25-82
1st set finite . ’ ’ .
L B 5 0 0 40 31§ 14-07 | 100 416% 20-41
2nd set finite ’
] 6 6 0 0 70 63-2 11-36 | 210 1260 16-90

In the above table the coefficient of variation is least for the
distribution of 2 | x, — y, | and therefore between the three statistics
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considered above, it may be. desirable to take X | x, —y,| for any
statistical test. This question is examined in greater detail in a later
section.

5. DISTRIBUTIONS ARISING BY MATCHING THREE SETS OF CARDS

We shall discuss in this section some of the distributions arising
from three sets of cards. Let the cards have the scores 8, 6,, ..., 0,
in the-three sets. Assume that the probabilities for their occurrence
are py, pa, ..., Py and remain the same for all the sets. (The more
general case is not considered here because it is not likely to be of
much use in practical applications.) As in the previous sections,
distributions of various functions of the r-th score in the different
sets can be considered. For the present attention is devoted to the
following two linear functions:

Z’1Ixr_2yr_|_zrl and(z"lxr_yr]_{_zlyr —.Zrl)

where x,, y, and z, are the scores of cards in the three sets at the
r-th place. The generating functions of these distributions are compli-
cated and therefore no attempt has been made in this paper to obtain
them. It can be shown that all such distributions tend to the normal
form as n, the number of cards in the set increases. The first and
the second moments which are useful in examining the deviations
from randomness of the scores of the three sets are given below:

(a) Distributions of Z | x, — 2y, + z, |

Assuming that the probabiﬁties for the occurrence of 6y, 6, ..., 6,
are fixed,
EQ |x—+z)=nE(x,—2,+2z]) 5.1
1
Now
&
E(Ixr_2yr'+ Zy D = X |0r_20.s+ Otlprpspt (52)
ry5t=1
Therefore
L
I"’l. = n 2 ]9,—293+9tlprl7317t (53)
. r8,t=1

Since the probabilities, p’s, are fixed and the functions considered
involve only the r-th scores of the three sets, the variance for n cards

(or observations) is

n X (variance of the function of the scoresin a single column).
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The variance of | x, — 2y, + z, | for a single column is

E (l Xy — 2y1+ Zy [2) - {E | X, — 2y: + Zy |}2

k ) :
=" Zt' (91 = .268 + 0&)2'P;~Ps17t‘ —{2 I gr — 20:9 + 0t [ prpspt}2 (5 4)
r8,t=1
Hence n (5.4) is the variance of 2 | x, — 2y, —|— z', | for fixed p’s. This
result can be used for examining the significance of the difference
between three samples

For ﬁmte samplmg of 3n observatlons in whlch 6, 02, ey by
‘occur’ ny, my, .. .,'1, times respectlvely and are arranged in three rows,
the variance can. be obtained by substituting

(P () (1) ‘
nn ;
plrtsttl for pi" ps’ pst ... .

in the moments about the origin. The resuits so obtained are useful
in deciding whether the distribution of the 3» observatlons in three
rows is random or not. :

When the different rows consist of equal number of observations
and the probability for the &’s vary from row to row, u, can be obtained
from "

n[Z (0, — 20, 4 0,5)* DPnPsePiz — (& | 0, — 205 + 04y I PrPsePis)?]
+{nZ I Oy — 20,5 + 05 lPr1Ps2Pt3}.2 -

0. —20,+ 0 2 S

by substituting

(a),y (), (u) N
Ry " Hep' Nig Ce S b u
n(s)n(;)n(u) L. for D’ Po2 Pi s -

where #,5, g, ng represent the number of 6,’s, 6,°s and 6,’s in the
first, second and third rows.

(b) Distribution of £ | %, — y, | + 2|y, — 2, | -

The cumulants of-this distribution for fixed p’s-is n ‘times the
cumulants for a single column. Now for a single column

-I"Il =E(I Xi _yr]_l"lyr_"zr D :2zler"‘oa"|‘prps (5.6),
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The variance for a single column is given by

pe=E{|x, =y |+ |y, —z [P —{E(x —» |+ | y—2D}
=E( %~y )+ E(y—z D+ 2E(x —y | ¥—z D
—4[2 |6, — 6| p,p.]*
=2{2 |6, —6,1*p,ps — (|6 — 6, | p, p)?]
+0216,—6,|16,—6,|pp.+216,—6]|6 —6|p pt
+ &1 6—0,]]6—6,|+Z|6—0[]6—06]+2]6—61]]6—06]
+216,—6,]]|6—6|+2Z]6—01]6—0]+2]6—0]]0—0]
pepepi— & 16 — 6, p.p)} (5.7

The results (5.6) and (5.7) are useful in deciding whether three
samples belong to the same population or not.

By following' the procedure described in (a) above, the expected
value and the variance for finite sampling can be deduced.

It is obvious that the methods described in this section can be
extended for four, five and more rows. The functions taken may be
orthogonal linear functions of the r-th scores in the various sets. From
Fisher and Yates Tables the orthogonal functions for four rows and
five rows can be as following: '

Four rows
() — 3x, — y, + z, + 3w,
(11) xr—yr_zr+wr ' } (5-8)
Gi)) — x, + 3y, — 3z, + w,
Five rows
@ —2x, —y, + w4+ 2,
(ll) 2xr — Yy — 22:‘ — W, + 2U, (5.9)
(111) —xr+2yr — 2w, + v, S
@iv) x, — 4y, + 6z, — 4w, + v,

The expected values and the variances of (5.8) and (5.9) can be
“worked out on the same lines as for three rows. Here also all the
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cumulants will be linear functions of the number of observations in
each row.

6. TESTING OF TwWo SAMPLES

We have considered in this paper the distributions of three
statistics 2 (x, —y,), 2 | x, —y,| and Z (x, — »,)? for two samples.
The distributions of all of them tend to the normal form as n tends
to infinity. All the three statistics can, therefore, be used for testing
the significance of the difference between two given samples. * Before
discussing the actual procedure for testlng we may note the followmg

(1) The statistics ; Z(x, —y,) Z’ | %, — | and - 2 (x, —y,)2
are all consistent.

(2) The single tail confidence intervals based on the above statis-
tics are.consistent in the sense defined by Wald and Wolfowitz
(1940), when n tends to infinity. This means, the probability
of rejecting the null hypothesis, when it is false, _approaches
one as the sample size increases.

The consistency of the statistics can be - easily established by
using Tchebycheff’s inequality. This readily follows from the fact that
the variances of the different statistics are inversely proportlonal to
n, the size of the samples. The consistency of the single tail regions
can be proved by using the technique employed by Man and Whitney
(1947).

Let H, be the hypothesis that the probabilities for the occurrence
of 6y, 0, ..., 6, in the two samples are p,, P, ..., . Let the
probabilities for the alternate hypothesm H1 be p; + 8, pp -+ 6, ..
Di + 6, such that .

-

%:'? 5, =0 " (6. 1
Taking the statistic X' | x, — y, |, the expected value and the variances
for the hypotheses_ Hy and H, are as fellpws_:
Hypothesis H,
w'=n2|0,—0.|pp =nz . . , | 6.2)
pe =n{Z (0, —6)p,p.— (X |6, — 6,| pp)% (6.3)

= nw,




TasLe III. Powers of different tests for various alternatives

In each cell the first figure represents the power of the test = (x, — ), the second = | x, — y, | and the third 2 (xr — »)?
N
m/_mH 175 |—.150 |--125 |—-100 |—.075 |—-050 |—-025 0 025 | -050 | -075| -100 | -125 | -150 | -175
N/
-050 -053 <056 +060 +064 +069 i +074 <079 -085 +091 .099 | -106 | -115 | 125 | 136
—175 - +050 +055 -062 -071 -081 <095 «113* +136 «165 +202 .247 | -300 | -362 | -432 | -508
h -050 +055 -066 »! +083 -107 +138 179 <229 289 -358 .435 | +517 | -601 | 683 | 759
-047 -050 -0563 -057 -061 <065 -070 «075 -081 -087 -094 | 102 ..:,O .120 | -130
—+150 -045 «050 -056 +063 -072 +084 +100 <121 +149- -183 .9296 | +278 | -340 | -410 | -488
-047 -050 -056 +068 .087 +113 +147 +192 + 247 +312 .387 | 469 | -555 | -641 | -723
<044 +047 +050 <053 Q57 <061 -066 . +071 <077 -083 . .090 | -097 | -105 | -115 | 125
-~ 125 <042 -045 +050 -056 -063 +073 -087 -106 +131 -163 .204 | -254 | 315 | -385 | -463
<048 <046 .omo -057 -070 +090 +119 -157 <206 +266 .337 | -418 | -505 | -595 | -683
-041 +044 o%q <050 +054 ...omm <062 -067 <072 +078 .085 | -092 | -100 | -109 | -120
—-100 +040 <042 <046 +050 -056 <064 -075 <091 +113. <142 -180 | -228 | -286 | -356 | -434
-051 047 +047 -050 -058 072 <094 =125 <167 +221 .988 | +365 | -452 | -545 | 638
-038 -040 <043 047 -050 -054 -058 -063 -068 <074 .080 | -087 | -G95 | -104 | -114
—.075 -+ 039 -041 +043 <046 050 -056 -065 -078 -096 -121 .155 | -200 | «255 | -322 | -400
-058 -052 -047 -047 -050 -059 -074 -098 +133 +179 .239 | -312 | -397 | -491 | -588
-035 <037 <040 <043 +046 +050 +054 +059 +064 -069 .075 | -082 | -090 | -098 | -108
—+050 <041 <042 +043 044 +046 «050 <056 +066 +080 +101 2181 | -171 | -222 | -286 | -362
A.omw -059 -052 +048 047 «050 +059 -076 +103 +141 2198 | -260 | +341 | -433 | -534
+032 <034 -037 +039 <043 +046 <050 +054 +059 +064 .Q70 | -077 | -084 | -093 | -102
— 025 +045 <045 <045 +045 <046 <047 <050 «056 067 <083 .108 |- -142 | -188 | -247 | 320
+083. +071 -061 ..omw .048 1046 +050 +060 -079 +109 2152 | 210 | -284 | -373 | -474
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- -029 +031 -033 <036 -039 042 1 --046 +050 <055 +060 -065 | -072 | -079 ; -087 | -096 -
0 «052 +052 <051 <049 <048 047 — ~-048 «050-- -056 -068 <087 | 115 | <155 | .218 | - 276
-102 <087 -078 +062 - +053 <048 |. 046 <050 -061 <082 <115 | +164 | .229 | -313 | 411
- i
+026 <028 <030 +033 -035 <038 _ <042 -046 - 050 <055 <060 | -066 | 073 | -081 | -089 v
<025 -062 062 -060 <057 -054 «051 | <049 +048 -050 +057 <070 | -091 | -124 | -170 |--231 o
+126 +107 -090 | -076 | -063 <054 |- .048 <046- -1 .050 S -062 -086 | 123! -178 ] -252 | 846 - m
: -023 +025 -027 +029 1032 -035 “ -038 =041 045 +050 -055 | .061 | 067 | -075 | -083 g
=050 -077 +076 -074 +070 +065 <060 | -054 +050 <048 «050 <057 | .072 | -096 | -134 | -187 - nh
-157 <134 <113 <094 <078 +065 ‘ <054 <048 | -045 +050 <064 | .090 | -132 | -195 | -280 m
<020 1022 <024 +026 +028 031 m <034 <037 <041 , 045 <050 | -055 | 062 | 069 | -077 m
<075 -098 +097 +093 - 088 - 082 <074 -066 <058 <062 <049 <050 | .058 | <074 | -102 | ‘145 o
+194 =167 <144 -121 <098 +080 <066 055 -| -047 <045 <050 | -065 | +095 | -144 | -216 m
<017 +019 <021 <023 <025 +027 -030 <033 +037 . <040 <045 | -050 | <056 | <062 | 070 W
-100 -126 +125 «121 Te114 -106 095 - <084 -073 -062 <054 <049 | -050 ) -058 | -077 | <109 m
<241 -208 -178 -150 <124 -102 ; -083 <067 <055 «047 -045 | -050 | <067 | -10I | 158 - M
- —

- -015 . 016 <018 -019 - 021 +024 +026 -029 <032 -036 <040 | -045 | 050 | -056 | -063 M

<125 <164 <163 +158 <149 +139 <125 <111 +096 <081 +067 +056 | -050 | <050 | -059* .080
+300 +261 - 224 +190 -159 +131 <107 -086 +069 <056 <047 | -044 | -050 | -070 1 -109 W
; ~
-012 <014 +015 -016 :018 <020 <022 =025 -028 <031 +035 | -039 | -044 | -050 | -057 m
«150 +214 212 <206 -196 -183 +167 - 148 -128 <108 -089 <072 | -059 | -051 | -050 | -060 Z
’ +372 «327 -283 +242 ] <204 +170 <139 <113 -| -090 <072 <057 | 047 | +044 | -050 | -078 Q
. «010 (. -011 -012 <014 015 <017 <019 +021 -024 | +027 <030 | -034 | -039 | -044 | -050 M
<175 <279 <276 - 269 + 257 <241 -222 -199 <174 -148 <123 +099 | -078 | -061 | -051 | -050 %
+456 +409 +358 +310 +264 - 221 +183 =149 +119 <095 <074 | <059 | -048 | -044 | -050 nnm
=
wnn
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TABLE 1V. Region of bias and unbiassedness for different tests

Hypothesis 83

(deviation from Tests " Region of unbiassedness Wy Region of bias W, Remarks
-20)
—.175 . E(xr—yrf Wi —--175 Wo>—-175
’ pAPIEEIN Wi<—:175 & =2 0 - 1< Wa 0 .
2 (2yr)? Wi —-175 & =>—-100 — 175 W< — +100 Most powerful
—.150 'z(xr"'J’r) Wi~ -150 Wo>—-150
2oyl Wig—--150 & = 0 - —150<Wo<< 0
(w2 W;<~-150 & =—-075 — 1580 Wo < — 075 Most powerful *
—+125 . Z(xyy) WK< —+1925 Wo>—.125
Zla ) Wig—-128 & = 0 — 12 Wa<l 0 - .
S(xypr)2 Wi —-125 & =~ -050 — 125 < Wa<l — +050 Most powerful
—+100 Z(xyr) Wi —-100 Wa>~—-100
AP w.<—-100 & = -025 — 100<Wo < +025
S(pp)? Wi<—-100 & =>— 025 —100< Wa< — -025 Most powerful -
—.075 2(w-py) W< 075 . Wy —-075
x| WiK—+075 & = -025 — 0 Wyl 025 .
Z(xyy,) W, L- 01 & = 0 - 07<Wo< O Most powerful
—-050 . Z(x,~pr) Wi —+050 Wy > —+050
pAp W,<—--050 & = 025 — 050 W, +025
2(x,p)2 W< —-050 & = +025 — 050 W, 025 Most powerful excepting a .
small region near 83 = —-050
— 025 . Z(xeyr) Wi —025 Wy > —+025 :
- Z|ayrl Wi —-025 & = -050 —025<<Wo< -050 Most powerful for 8,>>8,
=(w-yr) 2 W,<—025 & = +050 — 02 W< 050 do 52<581
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0 Z(xr-yr) wi 0 W.> 0
=|eyrl ) wy< 0 & = -050 0 <Wo< -050 Most powerful for 8§2>§1
xp,)2 W, 0 & 2= <075 0 <Wp< -075 do 8, <81
-025 Z(xyy) Wi -025 Wy>—-025
Zlxyy Wi 025 & = 075 025<<Wo < 075 Most powerful for §2>>8;
Z(xy,)2 Wik 025 & = -100 F025<W,< 100 do 52<8,
-050 E(x,—y,e Wi -050 Wy>  -050
Z|xy, Wi 050 & = <100 050<Wy<< 100 Most powerful for §,>8; °
Z(xpy)2 Wi 050 & = 125 050<<Wo< 125 do 82<C8;
075 Z(x—yr) Wi 075 We>  -075
. pAE | W< 075 & = 125 OTB<<W < -125 Most powerful for §5>8;
Z(xy—y,)? Wik 076 & = 150 OB W< 4150 do 82<81
-100 Z(xryr) W< -100 W2> 100
Xy—yr Unbiassed for all alternatives Most powerful for §2>>8;
S(xry,)? W, 100 & = -150 100<<Wo << +150 do 82<81
-125 Z(xpr-y,) W< (125 We> -125
=y | Unbiased for all alternatives Most powerful for §5>31
2(x,—y,)2 ng +125 . We> 125 do 82<81
150 Z(xy,) Wi <150 Wo> 150
. 2|2yl Unbiassed for all alternatives Most powerful for 83> 85,
E(xr—yr)z W1< <150 W2> +150 do 82<81
175 Z(x,ys) Unbiassed for all alternatives less than «175
Ty do Most powerful for §2>8¢
E(x,—y,)2 do- do 82<81.
Power was not actually calculatéd beyond the limits § = — .175 to § =-175. But the regions of bias and unbiassedness have

been decided from the trend of the power curves.
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Alternate hypothesis H, .. .

4:“’1, = nzl + nllll (dl, dZ: .. ,dk) = 7122 } -
pg =nwy -+ sy (dy, dy, ..., d) =W,

where ¢, and i, are functions of dy, dgy ...y dye

.00 X PROBABILITY OF REJECTING THE HYPOTHESIS &,

1 1 1 1 L ] 1 1 1
175 ' —d25  —075 025 <025 _ -075 125
. . &1 —s .

POWER CURVES FOR £(Xr—¥)

y

GRAlPH 1

(6.4)
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Choose the tail region "of rejection such that

"ler_yr[ Wy - E
T e —z = — .
n T AaZhaAlG
where ¢, — ¢ as n tends to infinity. Then
ler_'yr! _"_V_l ‘ 1 6.5
P[—~—-—n .—zl>t"\/l1]<t”2 (6.5)

Now the chance of accepting H, when H, is true is given by

X —
Lol i)

n
PN —
= PPl [ ) < (6.6
n [ k .

IS
IS
—r—
IS

“oox PROBABILITY OF REJECTING THE HYPOTHESIS S
N ) N w w &
o £ o N o o
5 T T T
S ]

o

®
—nubtr o N @

WS ITTRESEEE

PO N U R S S S R SN :
-175 -125 -Q75 -.025 +025 -075 “25 -175
&H—s

POWER CURVES FOR £[X-¥|

GRAPH 2
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where

o [nfEw] || 5

provided n is large and ¢ (d, d,...d,) is positive.

The probability of rejecting the null hypothesis is greater than

w,
1 — — " , )
[t Vs — Vg (A, do, -, dDTP (6.7)
5 15
72F
68 [ 14
64
60 13¢
56|
<
w52} 12
:"."J 44 liq
g 36F 104
% 320
g
;‘( 28 ¢ o]
8 A ‘
24 \ ] J J
L 84q b R Y, .
201 . X \ 1 \ $ . y
s KX
TN e 5%
SIS o ot 03 0% o7 s a7

§—
POWER CURVES FOR i(Xv-Yv)‘
GRAPH 3
In the above Graphs curves 1, 2, 3, ..., 15 refer to hypotheses
8 = —-175, —+150, —-125,..., 175 respectively. :
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If ¢; is negative, we shall have to consider the other tail- as the
region of rejection.

We may now describe the actual procedure for testing two samples.
Let two samples of sizes n be denoted by

Samples L. X, X3, X3, .. .5 X,
. IL Y15 Vas Vas cees Vn

Let Xy, Xy -+, Xa3 Vi» Vos - - -» ¥ assume any of the values y, 6y, ...,
g, with probabilities p, ps, - .., pp The p’s are estimated by pooling
the two samples together and finding the proportion of 6y, O, ..., by
in them. The expected values and variances of 2 (x, — y,), X' | X, — ¥, |
and X (x, — »,)* can be calculated by using the results given in the
prévious sections. The observed values can be computed from the

data. When n is not small the standardized deviate '

X —m
g

zZ = ’

where x and m are the observed and the expected values of the
statistics, and o the standard deviation of the distribution, enables us
to decide the significance of the difference between the two given
samples. The probability that |z |> K is calculated on the assump-
tion that the distribution of z is normal. As usual, if the probability
_ that the observed |z | is less than or equal to 0-05, then we consider
the two samples to be different from each other.

7. PoOwerR CURVES

We have already seen that of the three statistics considered in this
paper, = | x, — ¥, | has the least coefficient of variation’ for the special
cases examined and therefore 2 |x, — y,| may be preferred to the
other statistics in actual practice. We shall examine this point in greater
detail by finding the power curves of the three statistics for a particular
value of n =25 for five values of 0, ie, 6, =0, 6, =1, 6;,=2,
6, = 3 and 6; = 4 with probabilities p; = p, = p, =2 and p; =-2 + &
and ps; =-2 — 8 for the hypothesis, & = &, as compared to the alter-
nate hypothesis 8 = 8, for varying values of §; and §, ranging from
—0-175 to -175 for the first kind of errors 0-05. Tables III and
IV, and graphs 1, 2 and 3 show the power of the different tests for
various alternative hypotheses for the two equal tail regions of the
normal curve for the probability 0-05. The unbiassed reigon as
determined from Table III is given in Table IV. It will be seen from
this table that for the hypotheses 8,, ranging from —-175 to —-050,
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Z'(x; — y,)* is the most powerful, while for §, > —-050, %) | x, —y, |
is the most powerful of the three tests when 8, > 8;. When §, < §,,
2 (x, — y,)* is the most powerful. X (x, — v,) is uniformly the least
powerful of the three tests.

8. SUMMARY

This paper deals -with a number of distributions arising from
matching of two or more decks of cards of k characters which may
be qualitative or quantitative. For two samples X and Y of size #, the
sequence of observations being

X Xy, X Xg, ..., X,
Yy .. Yis Yo Voo oo o5 Wy '

the distributions of 2 (x, —y,), Z|x, —y,| and Z (x, — »,)? have
been discussed for both finite and infinite sampling. All the cumulants
are linear functions of the number of observations and therefore the
distributions of the three statistics tend to the normal form as # tends
to infinity.. A table showing the probabilities for the distribution of |
Z|x, —y, | for n =25, x and y taking any of the values 0, 1, 2, 3
and 4 with probabilities 0-2 has been given.

It has been shown that the three statistics are consistent and can
be used for testing the significance of the difference between two given
samples. Their powers in comparing two samples, each of 25
observations taking the values 0, 1, 2, 3 and 4 with equal probabilities,
have been examined for different hypotheses and alternatives and it
has been found that X' |x, — y, | is the most powerful for certain
regions, while for other regions X (x, — »,)* is most powerful.

My sincere thanks are due to Prof. D. S. Kothari for suggesting
to me to investigate the distribution of X' |x, — y, | for two sets of
samples taking the values 0, 1, 2, 3 and 4 with probabilities 0-2. T also
wish to express my grateful thanks to Dr. F. C. Auluck, Messrs. S. P.
Aggarwal and M. N. Bhattacharyya for helping me in preparing
the tables presented in this paper. ’
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